
Markov Decision Process 

(MDP) Framework and Q-

learning to solve MDPs.

by

Manoj K. Jha, Ph.D., P.E.

Professor of Practice, BITS-Pilani Hyderabad

Director of Data Science and Advanced Analytics, 

The Brite Group, USA

Adjunct Associate Professor of Information 

Technology, University of Maryland Global 

Campus, USA

Adjunct Professor of Civil and Environmental 

Engineering, George Washington University, USA

E-mail: manoj.jha@hyderabad.bits-pilani.ac.in



Review Material

• T2: Tom M. Mitchell: Machine Learning, The McGraw-Hill,2017
• pp. 370-379

• (This coverage is better and comprehensive)

• T1: T1: Christopher Bishop: Pattern Recognition and Machine 
Learning, Springer-Verlag New York Inc., 2006

• pp. 607-610



Some good references on the 

web

• https://builtin.com/machine-learning/markov-
decision-process

• (The link above explains better and is easy to 
follow)

• https://neptune.ai/blog/markov-decision-
process-in-reinforcement-learning

https://builtin.com/machine-learning/markov-decision-process
https://neptune.ai/blog/markov-decision-process-in-reinforcement-learning


Markov Decision Process (MDP)

• Used on sequential datasets and decision making

• Used in reinforced learning

• Integer time process

• Memoryless



MDP Examples

• Real-World Applications of MDP

• Highway Infrastructure Maintenance

• Robot movement to perform certain action (e.g., to 
perform a search and rescue operation in a hostile 

environment; to perform a series of tasks to 

minimize fault and achieve perfection)
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